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A DIFFERENCE-BASED VARIATIONAL METHOD
FOR SHELLS

DONALD E. JOHNSON

Avco Systems Division,
Wilmington, Massachusetts

Abstract-This paper describes a difference-based variational method for analyzing a general class of two dimen­
sional shell problems, including shells with cutouts. The method is essentially an adaptation of the variational
method for setting up difference operators. Results from two example problems are given and the effectiveness
of the method is illustrated. Although the method has broader applicability, this work is limited to static linear
elastic deformations of thin shells.
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Potential energy of the shell
Stress resultants (Fig. 1b)
Modified stress resultant
Stress couples (Fig. la)
Modified stress couple
Strains in middle surface
Bending and twisting strains
Coefficients in metric form of middle surface
Coordinates in principal curvature directions on middle surface of shell
Unit vectors in directions 1,2 and n, respectively (Fig. 1)
Displacement components in 1,2 and n directions, respectively (Fig. 1)
= VIe t + V 2f2 + Wf. vector displacement of shell middle surface
= II f. +12f2 +inf. external vector force per unit area of shell middle surface
= N If, +N 2f2 +N .f. external vector force per unit length acting on boundary of shell
Externally applied moment per unit length, positive if directed in direction of increasing s
Rotations (Fig. la)
Component of rotation vector tangent to boundary and pointing in direction of in­
creasing s
Path variables, along boundary of shell
Modulus of elasticity
Poisson's ratio
Thickness of shell

Remarks on notation

1. Other symbols, not listed above, are defined in the text.
2. Vectors are denoted by underlining.
3. Matrices are denoted by bold face type, with lower case bold face reserved for column matrices.
4. The transpose of a matrix is represented by the superscript T.

1. INTRODUCTION

THE variational method for setting up finite difference operators has been known for a
long time. As early as 1928, Courant, Friedrichs and Lewy [1] used a variational procedure
to derive finite difference expressions for the harmonic and biharmonic operators. In
recent years, with the development in computers, there has been a renewed interest in this
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FtG. 1. Orientation of coordinates, displacements, rotations, stress resultants and stress couples.

method [2-7]. The present method may be viewed as an extension ofthe variational method
for setting up difference operators to the analysis of thin shells including such general two
dimensional effects as shells with cutouts and arbitrarily curved boundaries. The two major
innovations introduced in this work are: (1) development of a less restrictive scheme for
positioning the discrete points at which unknown dependent variables are identified, and
(2) development of a well organized scheme, particularly adapted for shells, of handling
the geometry and computing the potential energy.

One of the features that this method has in common with the finite element method is the
use ofa variational principle. (Pertinent investigations of the two dimensional shell problem
via the finite element method are described in references [8-11J). However, as may be seen
from the development that follows, many features of this method, such as the choice of
discrete variables and the method of evaluating integrals, are distinctly different from their
finite element counterparts.
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2. POTENTIAL ENERGY OF THE SHELL

701

(2.1)

The potential energy for a thin shell subjected to small linear elastic displacements may
be written as follows by using Sanders' Theory [12J:

p ff i(N IIeIl +2N12e12 +N22e22 +MIlKII +2M12K12 +M22 Kn)cll(X2 d~l d~2

ff ([.!!)(X1(X2 d~ I d~2 - t. (lY . V+Ms</>s) ds*.

The quantities appearing in equation (2.1) are identified in the Notation. The numerical
subscripts appearing in the double integrals of equation (2.1) refer to the directions of
principle curvature. The double integrations are extended over the area of the shell middle
surface; the contour integration is extended along the shell boundary. (s* is the path
variable, defining the position along the shell boundary). Any contribution to the potential
energy from the contour integral is caused by the presence ofan external force lY or external
moment Ms applied to the shell boundary. The derivation of equation (2.1) presupposes
that the portion of the boundary over which non-zero values of lY or Ms are applied is a
smooth curve without corners.

It is convenient at this stage to write equation (2.1) in a simpler form by introducing
column matrices (1 and E representing generalized stress and strain as follows:
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Substitution of (2.2) into (2.1) leads to
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(2.2)

p = ff !(1TE(Xl iX2 dA-fff· V(Xl(X2 dA

-f(lY· V +Ms</>s)(~:) ds

where the elemental "area" in the ~l' ~2 plane, dA, given by

dA = d~l d~2

(2.3)

(2.4)

has been introduced. In addition, we have introduced in equation (2.3) a new path variable
s, which indicates the position along the boundary as it appears in the ~l' ~2 plane.

We now divide the portion of the ~1' ~2 plane over which the double integration is
extended into I areas, Ai' which are identified by the index i. A schematic example of this
division is shown in Fig. 2, in which this portion of the ~ l' ~2 plane has been divided into
24 areas (I = 24). In this example it is assumed that there are symmetries in the shell and
the loading which allow the problem to be reduced to the treatment of the quarter panel as
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FIG. 2. Schematic example of division of';1'';2 plane into areas (rectangular panel with circular hole).

(2.5)

shown. A more detailed example of this type of problem is shown in Fig. 3. The terms in
the integrands in equation (2.3) are functions of ~1 and ~2; let us denote 0', E,!, V, a1 and a2
evaluated at the centroid of each area Ai by the symbols O'i' Et,j;, Vi' ali and a2i respec­
tively. If 0', E,/. V, IJ.t and a2 are analytic functions, then by using the Taylor series expan­
sions of 0', E,/. V, 1J. 1 and 1J.2 about the centroid of each area Ai one can show that

II ~TE1J.11J.2dA = itt ~rEia1ia2iAi+O(L12)

and

(2.6)
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FIG. 3. Example of arrangement of control points: cylindrical shell with circular hole.

where O(al ) is the order of error, a being the maximum dimension to be found in any of
the areas Ai. It should be pointed out that if ai' E j , j;, Vi' (Xt, and (Xl, were evaluated at any
point other than the centroid ofeach area Ai, then the error in equations (2.5) and (2.6) would
be of order ~ rather than ~l.

In a similar manner, by assuming l"}, ~,Ms, 4>s and (ds*jds) to be analytic functions of
position along the boundary, the following may be written

(2.7)
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where the symbols fY j , !i j , Msj' <Ps
j

and (ds*/ds)j represent, analogously, the terms fY,!i,
Ms' <Ps and (ds*/ds) evaluated at the centroid of each line segment Sj' A schematic example
showing the division of the shell boundary into various increments of length, Sj, is given in
Fig. 2. [In the actual implementation of this method, curved boundaries are approximated
by a sequence of chords. Consequently, the errors thus introduced, for smooth curves, are
of order ~2

, i.e. of the same order as shown in equation (2.7)].
Substitution of equations (2.5), (2.6) and (2.7) into equation (2.3) gives the following

expression for the potential energy

I

P = I ±aTEjIX 1/X2,Aj
j= 1

I

I j; . !ijIX 1,1X2,A j
j= I

(2.8)

The generalized elastic stress-strain laws may be written for each centroidal point as
follows

(2.9)

Depending on the specification of the elements of the matrix Ci , the shell may be single­
layered, multilayered, isotropic, anisotropic, etc. For example the elements of C j for an
isotropic single-layered shell, obtained from Sanders' theory [12J, are given by

v 0 0 0 0

v 0 0 0 0

Eh 0 0 2(1- v) 0 0 0
Cj

(1 - vZ) h2 vhz
0 0 0 - 0

12 12

vhz hZ

00 0 0
12 12

0 0 0 0 0
(1- v)hz

(2.10)

Substitution of equation (2.9) into equation (2.8) gives

I I

P = I iETCTEit:J.l/Xz,A j - I j;. !ijt:J.l,IXZ,A j
i= I j= I

(2.11)
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Before proceeding further, it is convenient to represent equation (2.11) entirely in
matrix form. This is accomplished by introducing various matrices defined as follows:

(2.12)

(2.13)E=

o 0 ... C/

gT = [Jl . g1,1, [1 . gl,Z,[1 . gl,n,[Z . (h1 ,[Z . gz,z, h .gz,w .. , ji· gI,1, h· g/,Z' ji· gI.nJ

b
T

= LlYl' g1,1, l'fl' el,Z' l'f l' g1,n, l'fZ· gZ,1' l'fZ· gz,z, l'fZ· gz,n,···,

l'fJ • gJ,1, l'fJ • gJ,Z' l'fJ • gJ,nJ

(2.14)

(2.15)

(2.16)

In equation (2.14), gi.l, gi,Z, gi,n are the unit vectors gl, gz, gn evaluated at the centroid of
Ai' In equation (2.15), gj,1, gj,Z' gj,n are the unit vectors g 10 gz, gn evaluated at the center of
length Sj' The length matrix S is a diagonal matrix with the following elements on the
diagonal

where
Sj = (ds* /ds)jsj for j = 1,2, ... , J.

The length matrix A is a diagonal matrix with the following elements on the diagonal

where

The area matrix n is a diagonal matrix with the following elements on the diagonal

AI, AI' A"Az , Az, Az, ... , Ai, AI, Al

Ai = cxIP:z,Ai for i 1,2, ... , I.

The definition of the area matrix A may be obtained from equation (2.13) by replacing C j

(for i 1,2, ... , I) by Ail (where I is a 6 x 6 identity matrix) and by replacing E by A.
The definition of column matrix d may be obtained from equation (2.14) by replacing
[; (for i = 1,2, ... , I) by Ui and g by d; the column matrix a from equation (2.15) by
replacing tf j (for j = 1,2, ... , J) by Uj and b by a; and the column matrix \jI from equa­
tion (2.16) by replacing M Sj (for j = 1,2, ... , J) by <Ps

j
and)1 by \jI.

To further clarify the matrix representations a summary of matrix sizes is given in
Table 1.

TABLE I. SUMMARY OF MATRIX SIZES

Matrices e g,d b,a It,'" E,A n s A

No. of rows
No. of columns

6l 31 3J J 61 31 3J J
1 1 I I 6l 3l 3J J

By using the newly defined matrices e, g, d, b, a,)1, \jI, E, A, n, S and A, equation (2.11)
becomes

(2.17)
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In the present method we consider the discrete values of the displacement components
VI, V 2 and Wat a finite number of distinct "control" points. A more precise description of
just how these control points are selected for each of the displacement components will
be deferred to a later section of this paper. At this stage in the derivation we shall merely
assume that a total number of K values of the displacement components are assigned to
various control points, and that each of these K values may be uniquely identified by the
symbol Uk, where k = 1,2, ... , or K. Thus a column matrix u representing the displacement
may be defined as follows

U= (2.18)

The next step is to construct generalized strain-displacement relations that relate
each of the elements of the strain matrix e to elements of the displacement matrix u. These
generalized strain-displacement relations to be constructed are discrete variable representa­
tions of the strain-displacement relations for the continuum, which have been given by
Sanders [12] as follows:

(2.19)

where

(2.20)
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The construction of these discrete variable generalized strain-displacement relations from
the relations for the continuum (2.19), (2.20) will naturally involve some type of interpola­
tive scheme and a truncation error. Since the description of the selection and positioning
of the control points has been deferred to a later section of this paper, and since many
different interpolative schemes could be chosen, a more detailed discussion of the genera­
lized strain-displacement relations is also deferred to a later section. Thus for the present
we assume that generalized strain-displacement relations having a truncation error of
order.1. or .1.2 can be constructed and represented in the following matrix form:

e = Lu+O(.1.") n = lor 2. (2.21)

In a similar manner, we assume that an interpolative scheme has been used to express
the displacement components and the rotation on the boundary in terms of the values of
Uk at the control points:

n = 1 or 2.

d = Du +0(.1.") j
a = Qu +0(.1.")

'" = Hu+O(.1.")

Substitution of equations (2.21) and (2.22) into equation (2.17) gives

P = iuT(LTETAL)u

-(gT!lD+bTSQ+J1TAH)u+O(.1.") n = lor 2.

(2.22a)

(2.22b)

(2.22c)

(2.23)

It should be pointed out that, because of the sparseness of the matrices L, D, Q and H,
no cumulative lowering of the order of error occurs during the matrix multiplications when
equations (2.21) and (2.22) are substituted into equation (2.17). The sparseness of the
matrices L, D, Q and H is primarily due to the nature of the interpolation schemes, which
are described in Section 4.

3. MINIMIZATION OF POTENTIAL ENERGY

The next step is to determine the vector u that both minimizes the potential energy P
in equation (2.23) and, at the same time, satisfies any constraints that may be introduced by
displacement-type boundary conditions. These constraints are introduced if values of
U 1, U2, W or cPs are specified in lieu of N 1, N 2, N" or M" respectively, at any point on
the boundary.

Two methods of handling the minimization process when constraints are involved are:
(1) reduction of the number of unknowns before minimization, and (2) use of Lagrange
multipliers. In this work we use the former method because of its computational advan­
tages. Although a description of the choice of control points has been deferred to Section 4,
nevertheless we shall presently outline the method of reducing the number of unknowns.
We suppose that values of U1, U2, Wand/or cPs have been specified along certain portions
of the shell boundaries. By using appropriate interpolation formulas (see Section 4) we
can write algebraic relations that represent these displacement boundary conditions at
various points along the boundary. These algebraic relations are then cast into the following
matrix form

(3.1)
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where Ua, and Ub are partitioned forms of the displacement vector u, given by

(3.2)

The number of elements in Ua is denoted by k.. ; the number of elements in Uwas previously
denoted by K. Consequently, we are reducing the number of unknowns from K to k.. by
introducing the K - k.. constraints specified by equation (3.1). Hence equation (3.1) is
used to eliminate Ub from matrix equation (2.23). The result of this elimination, after some
matrix manipulation, is:

where
n = lor 2 (3.3)

(3.4)

Po(Ua) = iur(LTETAL)ua+yTUa+ P

yT = [iLbrT(ETA+ATE)L-gT!lfi-bTSQ-pTAiIJua

P = [t(Lbr)TETLb-gT!lDb-bSQb-pTAHbJr

L = La+LbG

fi = Da+DbG

Q = Qa+QbG

A = Ha+HbG

and La, Lb, Da, Db' Qa, Qb, Ha and Hb are the partitioned forms of L, D, Q and H re­
spectively, as given in the following for L

L = [La: LbJ

where La contains k.. columns, and Lbcontains K - k.. columns.
Now that the K - k.. unknowns associated with the constraints have been eliminated,

we can directly minimize the quantity Po(ua) in equation (3.3) by successively differentiating
Po(ua) with respect to each of the k.. elements, Uk> of the vector Ua. The resulting set of linear
algebraic equations can be expressed in the following matrix form.

(3.5)
where

(3.6)

For a given finite number of unknowns k.., the solution, Ua, ofequation (3.5) will provide
a minimum value of the quantity PO(ua). If, as the number of unknowns k.. is increased (and
L1 thereby decreased), the discrete solution Ua converges to a continuous solution with the
analytic properties assumed in the derivation, then in the limit as L1 -> 0 the solution Ua will
also provide a minimum value of the total potential energy P. Under these conditions the
solution obtained in the limit will also satisfy the appropriate Euler equations associated
with the potential energy for the continuum as expressed in equation (2.1). (Somewhat
analogous observations concerning the convergence of the finite element method have
been made by Tong and Pian [13]). Thus we see that the situation with respect to con­
vergence is very similar to that usually found in solving differential equations by the
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method of finite differences: namely, that if in the limit as ~ -+ 0 the numerical solution
approaches a solution which has the necessary analytic properties, then in the limit the
numerical solution satisfies the differential equation.

In spite of a similarity in form, equation (3.5) is distinctly different from the analogous
equations obtained by applying the finite element method to shells [8-11]. The complete
absence of unknown rotation quantities from the vector Ua clearly distinguishes equation
(3.5) from its finite element counterparts.

Let us now briefly consider several characteristics of the K matrix. First, by taking the
transpose of equation (3.6) it can be shown that the matrix K is symmetric. This fact is of
considerable value from a computational point of view and was utilized in computing
the results subsequently shown. Secondly, the existence of an elastic potential for the shell
material leads to a symmetric E matrix and, consequently, equation (3.5) is identical to the
matrix equation that would have been obtained if instead of using the theory of minimum
potential energy we had used the analogous principle of virtual work. Thirdly, although
we can show that the matrix K generated by this method for the general shell is positive
semidefinite, the question of whether the matrix K is also positive definite is, for the general
case, presently unresolved. (Positive definiteness requires that urKua > 0 for any nonzero
Ua ; positive semidefiniteness requires that urKua 2 0 for any nonzero ua). In this method
any nonzero strain vector produces a positive strain energy. Consequently urKua > 0
unless all elements of the vector e equal zero, thus assuring the positive semidefiniteness of
K. The matrix K will also be positive definite if e = 0 also implies that Ua = O. Thus a resolu­
tion of the question of positive definiteness involves a study of the matrix L (which relates
e to u) and consideration of the constraints required to prevent rigid body displacements of
the entire shell. Although it has been possible to prove the positive definiteness of the
matrix K for a variety of flat plate problems (including both plane stress and bendingt),
a more general proof is not currently available. Additional (but nonconclusive) evidence of
positive definiteness lies in the fact that no numerical difficulties have been experienced in
solving the matrix equations (3.5). (If e = 0 for some nonzero Ua, then K will be singular).
Finally, the band width of the matrix K is also of importance. As in the finite element
method, the shell problem generates a substantially greater band width than the corres­
ponding plane stress problem: in this method the band width of the matrix K for shells is
essentially three times greater (for a large rectangular grid) than for the corresponding
plane stress problem. A comparison of band widths with those generated by the finite
element method is included in Section 6.

4. CONTROL POINTS, AREAS AND INTERPOLATIONS

4.1 General

In order to utilize the variational method described in this paper it is necessary to carry
out the three following tasks: (1) the establishment of control points and the assignment
of unknowns to these control points, (2) the subdivision of the ¢1, ¢2 plane into areas, Ai>
and (3) the development and use of interpolation schemes for computing the strains,
rotations and displacements in terms of the discrete unknowns, Uk. These tasks are highly
interrelated; consequently their treatment has been deferred to this section where they can

t The assumption that the matrices (I -8) are not singular is used. (See equation (4.17) and Section 4).
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be treated together. An efficient and consistent method for accomplishing these three tasks
is presented in this section.

The method presented here is based upon a grid of points which forms a set of non­
uniform quadrilaterals. The method could quite easily be generalized so as to utilize
figures other than quadrilaterals, but, as may be seen from the examples, the present
method is sufficiently flexible for the effective treatment of a variety of shell boundary
shapes, including cut-out problems.

4.2 Control points and areas

The positioning of control points for a typical example problem (a cylindrical shell
with a circular hole) is shown in Fig. 3. (In this problem, ~ I = X, ~2 = e.) Two types of
control points are shown in Fig. 3: "W Control Points" identified by the symbol X, and
"U I, U 2 Control Points" identified by the symbol O. Associated with each W Control
Point is a discrete unknown value of the displacement component W; associated with each
U I, U 2 Control Point is one discrete unknown value of each of the displacement compo­
nents U I and U2' The idea of using one set of control points for the discrete values of one
unknown variable and another set of control points for the discrete values of another
unknown variable is not without precedent. In this work, the use of separate sets of control
points for Wand for U I and U 2 leads to greater compactness and, generally, to greater
accuracy.

In Fig. 3 adjacent W Control Points are connected by straight lines (dashed) so as to
form a set of quadrilaterals. The U I, U 2 Control Points are located at the centroid of each
of these quadrilaterals. Similarly, in Fig. 3 adjacent U I, U2 Control Points are connected
by straight lines (solid) so as to form another set of quadrilaterals. This latter set of quad­
rilaterals define the areas Ai previously mentioned in Section 2. In addition, as shown in
Fig. 3, a row of U I, U2 Control Points is positioned so as to fall on the shell boundary, so
that all of the areas Ai fall within the boundaries of the shell. The computer code developed
to implement this method provides for automatic mesh generation in which the Control
Points may be automatically positioned so as to provide a smoothly varying grid properly
fitted along the boundaries, i.e. the type of grid seen in Fig. 3.

4.3 Interpolation

Let us now consider the interpolative scheme used to compute the strains, rotations
and displacements in terms of the discrete unknowns, Uk' First, we shall consider the
scheme used to compute the elements of the matrix L of equation (2.21), i.e. to compute the
discrete variable generalized stress-strain relations. To construct the matrix L, it is neces­
sary to express the strains at the centroid of each area Ai as a linear combination of the
discrete unknowns, Uk' Since the values of IJ(I' 1J(2, R 1 and R 2 are, for any given shell, known
functions of the coordinates ~ I and ~2, one can see from equations (2.19) and (2.20) that
the interpolative portion of this task involves expressing the quantities U I, U2, T-v,

oW oW

and (02W)/(o~ I 0~2) at the centroid of each area Ai as a linear combination of the discrete
unknowns. In the paragraphs that follow, the interpolative schemes used to construct the
discrete representations of each of the quantities listed above are described.
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Before proceeding further we should briefly consider an alternative method for irregular
meshes, which is described by Forsythe and Wasow [2J, and also by Collatz [14]. Basically,
this method involves expanding the function in a Taylor Series and the utilization of 5 or 6
control points. There are several disadvantages of this alternative method which render it
unsuitable for the present work. The major disadvantage is that the method "breaks
down" for various point arrangements. Collatz [14J shows that for certain point arrange­
ments the matrix of coefficients is singular and only 5 points are required. Even for the
case of uniform rectangular quadrilaterals the problem of selecting 6 points for which the
matrix of coefficients is not singular proves to be not a simple task. [For example, the
harmless looking set of six points (x, y) given by (0,0), (0, Ll), (0, - Ll), (Ll,O), (Ll, Ll) and
(Ll, - Ll) leads to a singular coefficient matrix.J Although it appears possible in each of these
cases to specially modify the algorithm and the selection of control points, the general
usefulness of the method for automatic computer calculations is impaired. The method
subsequently presented (for both first and second derivatives) provides a uniform procedure
for selecting control points, does not require special treatment of exceptions and is particu­
larly well-suited for automatic computer calculations ofthe derivatives. It should be pointed
out that the method of interpolation used to compute the matrix L is the same for all areas
Ai' i.e. no special exceptions (as are found, for example, in references [15J and [16J) are
required for the areas Ai adjacent to the boundaries.

4.4 U l' U2 and their dlfrivatives
The first derivatives of Uland U 2 at the centroid of each area Ai are obtained by

writing Green's Theoremt for each area Ai:

(4.1)

and the analogous equations involving U2' In equations (4.1) the integrals on the left hand
side are area integrals extending over each quadrilateral area Ai; the integrals on the right
hand side are contour integrals extending along the perimeter of each quadrilateral area
Ai' In the next step the integrands of the area integrals on the left hand sides of (4.1) are
approximated by their values at the centroid of Ai and consequently one can solve for the
value of the first derivatives of U 1 at each centroid and obtain

(4.2)

and the analogous equations involvingU2. As in previous sections, the symbol Ll is used
to denote the maximum dimension to be found in the area Ai' The centroidal approximation
made in deriving equations (4.2) is analogous to the centroidal approximation previously

t Use of Green's Theorem in the derivation of difference equations is also described by Griffin and Varga [17]
and Varga [18].
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made in deriving equations (2.5), (2.6) and (2.7) in Section 2; consequently, the same order
of error, 0(,'\2), is involved. Next, in order to obtain the desired algebraic relations from
equations (4.2) the integrands of the contour integrals appearing in equations (4.2) are
approximated by assuming V I (or V 2) to vary linearly between control points. The error
thus introduced into the algebraic expressions for the first derivatives of V I and V 2 then
becomes of order ,'\, because although the approximations to the contour integrals involve
errors of order ,'\3, the area Ai in the denominator is itself proportional to ,'\2. The fact that
the assumed linear variation of V I (or V 2) in the contour integral lowers the order of error
from,'\2 to ,'\ is subsequently considered in greater detail in connection with the evaluation
of the second derivatives of W It should be pointed out that when the area identified by Ai
is a parallelogram, the error in the algebraic expression for the first derivative becomes of
order ,'\2. Furthermore, since the derivatives are thus expressed in terms of values of VI
(or V 2) at four adjacent control points, a high degree of compactness and accuracy are
achieved.

Once the discrete variable approximations to the first derivatives of Viand V 2 have
been established, the problem of interpolating V I and V 2 may be greatly simplified.
Values of Viand V 2at the centr,oid ofeach area Ai can be obtained to order {\2 byexpand­
ing V 1 and U2 about each centroid in a Taylor series (retaining only terms constant and
linear in ~1 and ~2) and then utilizing the previously obtained expressions for the first
derivatives of V I and V 2.

4.5 Wand its derivatives
Let us now consider the interpolative scheme used to express the quantities

oW
O~I '

oW
and

(i 2 W

~)~~

at the centroid of each area Ai as a linear combination of the discrete unknowns. The most
difficult part of this task is to develop expressions for the second derivatives of W (Expres­
sions for the second derivatives of V I and V 2 are not required by the strain-displacement
relations). Unfortunately, the expressions for the second derivatives of W cannot be ob­
tained nearly so easily as were the expressions previously obtained for the first derivatives
of VI and V 2 .

The grid geometry involved in the derivation of the second derivatives of W is shown in
Fig. 4. In order to simplify the algebra in the derivation the control points are identified
by what may first appear as a somewhat cumbersome system of indexes. This indexing
system is, however, especially suitable for the applications of Green's Theorem that are
subsequently described. Each U I, V 2 Control Point shown in Fig. 4 is identified by a single
index (j) with one duplication: the VI' V 2 Control Point (1) is the same point as U1, V 2

Control Point (5). Each W Control Point shown in Fig. 4 is identified by a pair of indexes
(j, k) with a substantial number of duplications as indicated in Fig. 4, and summarized
below in equation form

(j,5) = U, 1)

(k,j) = U, k)

(4,2) = (1,3)

for j = I, 2, 3, 4

(4.3)
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FIG. 4. Geometry for calculation of derivatives of W.

To simplify the nomenclature that follows, the independent spatial variables ~ 1 and ~2

are denoted by x and y respectively. The values of x and y at each control point are identified
by subscripts corresponding to the indexing of each control point. Thus, the values of x
and y for a W Control Point (j, k) are denoted by xj,k> Yj,k and the values of x and Y for a
U1, U 2 Control Point (j) are denoted by Xj' Yj' respectively. The area of the quadrilateral
formed by the U1, U2 Control Points shown in the figure is, as previously (Section 2),
denoted by Ai' (The centroid of this area is shown by the symbol 0 in Fig. 4). Each U 1, U 2

Control Point (j) shown in Fig. 4 occupies the centroid ofa quadrilateral area that we denote
by Aj • (The symbol - has been used in Aj to avoid possible ambiguity with AJ

The interpolative scheme used to determine the second derivatives of W consists
essentially of two successive applications of Green's Theorem. In order to obtain convergent
expressions for the second derivatives it is necessary to assume a quadratic variation of
W during the first application of Green's Theorem. The steps in the derivation are as
follows:
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Let us first consider a straight line segment in x, Y space. Let the location of a point on
the line segment be given by the path variable s, so that the beginning of the line segment is
given by S = Sa and the end of the line segment by S Sb' The displacement component W
ofa point on the line segment is a function ofs, denoted by W(s). The Taylor series expansion
of W(s) about the point S = Sa may be written as

(4.4)

where {; = Sb-Sa' By evaluating equation (4.4) at the end point S = Sb' one can solve for
oW/oslsa and then eliminate the first derivative term in equation (4.4) to obtain the following

(4.5)

Integration of equation (4.5) gives

Now for the straight line segment one has

a2
w = (dX)2~~~.'!!'+2(dX) (dY)02W +(dy )2 02. W.

iJs2 ds ox2 ds ds iJxiJy ds iJy2

(4.6)

(4.7)

If the x, y coordinates of points S Sa and S = Sb are denoted by xa , Ya and Xb' Yb' re-
spectively, and ~x and ~y are then defined by

(4.8)

then by substitution of (4.7) into (4.6) one can obtain

where the second derivatives are evaluated at point a, that is, at x = X a , Y = Ya' Because
a straight line segment is involved, two of the integrals required by Green's Theorem can
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be expressed in terms of the integral appearing in equation (4.9) as follows

I
Sb (11 ) ISb

Sa W(s) dx = b
X

Sa W(s) ds

I
Sb (11 ) ISb

Sa W(s) dy = -t Sa W(s) ds.
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(4.10)

(4.11)

Before proceeding further it is convenient to define the following new symbols:

I1Xk=Xj'k+I-Xj'k} {j= 1,2,3,4
j. ' 'for

l1yj ,k = Yi.k+ 1-Yj,k k = 1,2,3,4

I1Xj=Xj+I-Xj} .
_ _ for) = 1,2, 3,4

I1Yj - Yj+ I Yj

ltj,k = W(Xj,b Yi.d.

Furthermore, we shall apply a subscript j to the first derivatives of W to indicate their
evaluation at point Xj, Yj, and we shall apply a subscript i to the second derivatives of W
to indicate their evaluation at the centroid of the area Ai'

We can now proceed by applying Green's Theorem to areas AI' A2 , A3 and A4 , and
using equations (4.9H4.11) to obtain the following expressions for the first derivatives
at the points Xj' Yj:

where

(
OW) 1 ~ ~ 2- = -=- L. l1 yj .k • F +0(11 )
ox j Ajk=1

(
OW) 1 ~ ~ 2
- --=- L. I1xj ,k· F +O(I1)
oy . Ajk=1

.I

for j = I, 2, 3,4

(4.12)

(4.13)

Two features of equations (4.12) and (4.13) merit some explanation: First, the derivation
assumes that, although the grid may be nonuniform, the lengths of the line segments
involved within each set of equations (4.12) are of the same order, namely, of order 11.
Secondly, there appears to be a contradiction between equation (4.13) and (4.9) concerning
the location at which the second derivatives are evaluated. The technique used here was to
replace each second derivative in equation (4.9) by its value at the point i (the centroid of AJ.
Since the distance between each point a and point i is of order L1, one can show from the
Taylor series expansions of these second derivatives that the error thus introduced in the
second derivatives is of order L1. More importantly, it can be seen from equation (4.9) that
an error of order L1 in the second derivatives will not lower the order of the error of the
entire equation (4.9) because the coefficient of each second derivative term in (4.9) is pro­
portional to L1 3

• Consequently, equations (4.12) are correct to the order shown. The import­
ance of evaluating all second derivatives at point i will become more apparent in the next
step.
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(4.14)

We next apply Green's Theorem to the area Ai> (assuming a linear variation of the first
derivatives) to givet :

(ooZx~l = ~i J! ~;.{ (oo~L+! + (~~)J+ O(~)

(~:~) i = ~i J! ~;{ (Oo;L+ I + (00;)J+ O(~)

( OZ~) = _~ i ~Xj[(OW) + (OW) ] +O(~).oy i Aij=1 2 oy j+! oy j

The equations which result from substitution of equations (4.12) and (4.13) into equa­
tions (4.i4) may be put in the following matrix form

d = Bd+Cw+O(~) (4.15)

in which

WI.!
WI,z

(OZW) W1,3
oxz

i WI,4

d= (OZW) Wz,zW= (4.16)oxoy i

(OZW)
WZ,3

oi i W3 ,3

W3 ,4

W4 ,4

The matrices Band C are functions only of the geometric quantities Ai' Aj , ~Xj' ~Yj'

~Xk.j and_ ~Yk,j" In performing the algebraic manipulations required to obtain the ele­
ments of Band C one must take into account the previously described duplications in the
indexing system. [See equations (4.3) and the paragraph preceding equations (4.3)]. Matrix B
contains three rows and three columns; matrix Ccontains three rows and nine columns.

The final task is to solve equation (4.15) for das follows

d = (I-B)~!Cw+O(~) (4.17)

where 1 represents a 3 x 3 identity matrix. Thus the second derivatives, d, are determined to
within an error of order ~. There naturally arises the question of whether or not the matrix
(I - B) may be singular. On the basis of experience to date, it appears that matrix (I - B) will

t The second of equations (4.14) is based on the discrete analog of

O'W a(OW)
oxoy = ox ay .

Recent calculations suggest thai greater accuracy may be obtained by using the discrete analog of

O'W I a (OW) I a (OW)
axoy = :2 a; ay +:2 ay a; .
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not be singular except possibly in certain special cases of severely distorted grids. (For
severely distorted grids, one usually expects numerical difficulties in almost any numerical
method).

Finally, some other aspects of the procedure used to obtain the second derivatives merit
comment. First, for the special case in which the W Control Points form four parallelograms
one has

tl . = -tl }X J •r Xj,r + 2

tl. =-tl
YJ,r Yj,r+2

j = 1,2,3,4

r = 1 and 2.
(4.18)

and consequently B = 0, thus rendering the matrix (I - B) obviously nonsingular. (One may
also have .9 = 0 in certain other special situations when the grid arrangements possess
sufficient symmetries). Secondly, if, as one increases the number of control points, the grid
is successively refined so that as tl -> 0 the quadrilaterals approach parallelograms in the
manner prescribed by the following equations

tlXj,r = -tlXj ,r+2[1 +O(tl)] }

tlYj .r = - tlyj .r+,[1 +O(tl)]

j = 1,2,3,4

r = 1 and 2
(4.19)

then the elements of Bd are of order tl, the same order as the error in equation (4.15), and
may be neglected in the computation.

Once the second derivatives of W have been evaluated at the centroid of an area Ai, the
values of Wand its first derivatives at the centroid may also be obtained quite easily by
using the appropriate Taylor Series and the first derivatives of W evaluated at "U 1 , U 2

Control Points" from equations (4.12).

4.6 Interpolations required by boundary conditions

For force-type boundary conditions (involving the specification of N 1, N 2, N nor M s) it
is necessary to construct matrix equations (2.22b) and (2.22c); for displacement-type
boundary conditions (involving the specification of U 1, U2, W or ¢s) it is necessary to
construct matrix equation (3.1). Unlike the usual finite difference methods, this method, by
virtue of its basis on a variational principle, does not require that N 1, N 2, N n or M s be
expressed as functions of the discrete displacements. [N 1, N 2, N nand M s are specified
externally applied loads (or moments)]. All that is required is the computation of the work
done by the specified values of N 1 ,N2 ,Nn and Ms. The work done by these loads (or
moments) thus only involves interpolations of U 1, U 2, W or ¢s along the boundary. There­
fore, unlike in the usual finite difference method, it is not necessary to evaluate first deriva­
tives of Uland U2 or second derivatives of W at the boundary. Indeed, backwards differ­
ences, which create difficulties in the usual finite difference method, are totally absent from
this method. Furthermore, because of the manner in which the control points are positioned
with respect to the boundary, the required interpolations of U 1, U 2, Wand ¢s are very
simple.

The positioning of U 1, U 2 Control Points directly on the boundary (see Figs. 3 and 5)
simplifies the generation of the equations associated with the specification of U 1 (or N d and
U2 (or N 2)' Thus boundary conditions specifying the values of U 1 or U 2 on the boundary
can be stated in terms of the discrete unknowns [as required by equation (3.1)] without any
interpolation whatsoever: one can directly specify the value ofa particular discrete unknown
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FIG. 5. Convergence of results at midpoint of rectangular cylindrical shell panel.

U t or U1 at its position on the boundary. A simple linear interpolation of U I or U 2 along
the boundary provides the required values at the centroid ofeach length Sj for the evaluation
of the work done by the external loads N I and N 2.

The positioning of W Control Points in pairs (see Figs. 3 and 5) so that the boundary
passes through the midpoint between each pair similarly simplifies the generation of those
equations associated with the specification of W (or N n) and cPs (or M s)' By this positioning,
the values of both Wand the normal derivative of Wat each midpoint are easily expressed
(to order A l

) as a linear combination of two discrete values of !¥, i.e. the values of W
at the adjacent pair of W Control Points. Thus boundary conditions specifying the values of
Wor the normal derivative of Ware stated directly for each such midpoint on the boundary
by an algebraic equation [as required by equation (3.1)] which involves only two discrete
unknown values of W. Boundary conditions specifying the values of cPs (cPs involves both
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the normal derivative of Wand values of Uland/or U2) are also stated at each such midpoint
on the boundary by linearly interpolating the required values of Uland/or U2 along the
boundaryt. A simple linear interpolation of these values of Wand <Ps along the boundary
provides the required values at the centroid of each length Sj for the evaluation of the work
done by the external normal load N n and the external moment Ms.

In each case, the treatment of boundary conditions described above leads to truncation
errors of order ~2 or higher.

5. COMPARISON WITH FINITE ELEMENT METHOD

Although a detailed comparison of the method presented here with the finite element
method is beyond the scope of this paper, it is nevertheless useful to make a briefcomparison
between these two methods. Because of the considerable variation among finite element
methods themselves, and because of the broad range of physical problems which may be
treated by these methods, this brief comparison can serve only as a general guide. In the
paragraphs that follow, comparative discussions of five important aspects of each method
are presented.

We begin by considering the relative ease in generating the mesh. Except in the vicinity
of boundaries both methods present approximately the same ease with respect to mesh
generation. As previously described, this method requires the proper positioning of both
U 1, U 2 Control Points and W Control Points at (or near) a boundary, whereas the corres­
ponding nodal positioning required by the finite element methods is generally somewhat
simpler. Nevertheless, the automatic mesh generation scheme used in this work allows
all control points (both in the interior and near the boundaries) to be easily positioned.

Next, we look at the relative ease in generating the linear algebraic equations. Because
the present method is based on an evaluation ofquantities at centroidal points, the necessity
of performing numerical integrations over each "element", as usually encountered in the
finite element methods, is avoided. This not only results in shorter computation times (for a
given number of unknowns) but it also simplifies the writing and checking of the computer
code.

Thirdly, we consider the relative ease in imposing boundary conditions. Once the
appropriate mesh has been generated most boundary conditions can be imposed as easily
as in the finite element method. Admittedly, the present method involves fictitious W
Control Points outside of each boundary; however, there is considerable precedent
available for the use of fictitious points and, indeed, they can be positioned automatically
with virtually the same ease as the other points. The interpolations required for certain
displacement boundary conditions, such as the specification of a rotation but not a dis­
placement, generally present more algebraic complications than their finite element counter­
parts.

Another important aspect involves the relative topologies of the coefficient matrix. It is
difficult to make a meaningful comparison of the relative topologies because of the different
selection of unknowns and the different positioning of control points (nodes) used in this
method as compared with the finite element methods. However, a reasonable basis for
comparison would be obtained if we were to compare the matrices generated by each

t For boundary conditions specifying W, the normal derivative of W, or ¢" the partitioning of u (see Section 3)
is carried out so that values of Wat the fictitious points (outside the boundary) are assigned to Ub'
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method for a rectangular grid of mesh points in which the finite element nodes occupy the
same grid of points as the W Control Points of this method. The statements which follow
apply to such a rectangular grid with a large number of points. Typical finite element
formulations carry five unknowns per node (three displacement components and two
rotation components) with a resulting connectivity such that each equation involves three
rows of nodes. On the basis of comparison defined above, corresponding to each "finite
element node" the present method employs three unknowns (three displacement com­
ponents) with a resulting connectivity such that each equation involves five rows of these
"finite element nodes." Consequently, for a large number of unknowns the relative band
widths of the matrices are essentially 10/12 (finite element/present method). However,
because the total number of unknowns is less in the present method, the standard modified
elimination algorithm, which takes advantage of the sparseness of the matrix, will never­
theless solve the matrix equations slightly faster for the present method than for the finite
element method.

Finally we tum our attention to limitations of the method. From a practical point of
view the primary differences between this method and the finite element method involve the
treatment of rapid property variations and discontinuities. As previously shown in the
derivation, this method is based on the assumption that the stresses, strains, displacements
and external loadings vary smoothly in the interior of the shell away from the boundaries.
Consequently, if the geometric and material properties of the shell vary rapidly we would
expect the convergence of this method to be slower than the convergence of the finite
element method. This is part of the price to be paid for the centroidal approximation (used
in this method) in return for the greater ease in generating the linear algebraic equations.
In the case of discontinuous properties, such as an abrupt change of shell thickness, it
would be necessary to modify the present methodt whereas the finite element method could
be used without special modification.

6. RESULTS

6.1 Rectangular cylindrical shell panel

A simple example that illustrates the convergence of the method is the following problem
of a rectangular cylindrical shell panel. Pertinent parameters for the cylindrical shell are
obtained from the parameters for the general shell by setting

~1 = X

~2 = 8
(6.1)

M xx = N xx = W = V = 0

In addition, the subscripts x and 8 will be used in place of 1and 2, respectively. The boundary
conditions for the problem considered here are given by

for 0 :s:: 8 :s:: () {X = 0
x=L

Moo = N oo = W = U = 0 {
8 = 0

for 0 :s:: x :s:: L _
8 = 8.

(6.2)

t Such a modification is clearly possible; it would require special treatment near lines along which the dis­
continuities are found.
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II = 12 = o.
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(6.3)

The shell is assumed to be isotropic, single-layered and ofuniform thickness. This particular
problem was chosen because it has an exact solution given by

~ x e
V = V cos nI sin ne

~. x e
V= VsmnIcosne (6.4)

where 0, -rand Ware constants dependent upon h, R, v, E, Land 0. Numerical values for the
case considered here are as follows: h = 1·0, R = L = 25·0, v = 0·3, E = 107 psi and 0 = 1
rad. For these numerical values both bending and stretching play important roles in the
response of the shell. Numerical results, expressed in terms of per cent error from the exact
solution (obtained from Sanders' equations [12J) are shown in Fig. 5. This figure, which
shows the non-zero displacement and generalized stress components, illustrates the con­
vergence of the method.

6.2 Closed cylindrical shell with circular hole

A more complicated example is that of a closed cylindrical shell with a circular hole. We
consider the case in which a uniform tensile force is applied at the ends of the cylinder. The
shell is assumed to be isotropic, single-layered and of uniform thickness. Consequently,
there exist two planes of symmetry and, therefore, the problem can be solved by considering
the portion of shell shown in Fig. 3. This figure shows the arrangement of control points
actually used to obtain the results shown in Table 2. The control points are arranged so as
to provide the desired concentration of points in the vicinity of the hole. The physical

TABLE 2. COMPARISON OF RESULTS: CYLINDER WITH CIRCULAR HOLE

axx/aT at point "A" in Fig. 3
(aT = tensile stress applied at ends of shell)

At shell middle surface At inner surface

Present method with
753 unknownst
(Grid shown in Fig. 3)
Reference 11
Per cent difference

3·603
3-658
1'5%

4·096
4·180
2'0%

t The computer time for this entire problem was 13-6 min on the IBM 360/75.
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parameters defining the problem considered are: R = 10·0 in., h = 0·1 in., a (radius of hole)
= 1·1002 in., L s (the half-length of the shell) = 30 in., v = 0·3 and E = 107 psi. This par­
ticular problem was solved analytically by Eringen, Naghdi and Thiel [19] and compari­
sons of the results are shown in Table 2. The stresses listed in Table 2 are the maximum
stresses in the shell; these maximum stresses occur at the edge of the hole (point "A" in Fig.
3). In the present method the stresses at the edge of the hole are obtained by interpolation
from the stresses at nearby points. The agreement is excellent, particularly in view of the
fundamental difference between the two methods of solution.

A contour plot showing the distribution of (Jxx/(JT for this numerical example is given in
Fig. 6.

This method has also been applied to various other cutout problems. Shells with other
hole shapes have been analyzed and studies have also been conducted to determine suitable
schemes for locally thickening a shell in the vicinity of a hole.

...

•

CT XX

FIG. 6. Plot of axx/aT at shell middle surface for cylindrical shell subjected to axial tensile stress aT'
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7. CONCLUDING REMARKS
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A difference-based variational method for analyzing a general class of two-dimensional
shell problems has been presented. The method is essentially a highly organized adaptation
of the variational method for setting up difference operators. The systematic development
for the general shell problem presented in this paper leads to a discretized potential energy
function with well-defined truncation errors and to a symmetric stiffness matrix. The method
preserves the relative advantage of the variational approach over the usual finite difference
method with respect to force-type boundary conditions, namely, the advantage of not
necessitating the use of backwards differences. The computer coding required by this
method is relatively straightforward and does not involve the tedious numerical integra­
tions found in the corresponding finite element methods. The effectiveness and versatility
of this method are illustrated by the presentation of results for two examples: a panel prob­
lem and a cutout problem. Other problems, such as problems involving a local thickening
in the vicinity of a cutout, have also been investigated by this method. The work described
here was limited to linear elastic small displacements, but this limitation is not inherent in
the method itself, which possesses considerably broader applicability.
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A6cTpaKT--Ha OCHOBe KOHe'lHblX pa3HOCTeH B pa60Te OmfCblBaeTClI Bapl1aUl10HHblH MeTOA B CueJIblO

aHaJIH3a 06ll\ero KJIaCCa AByxMepHblX 3a,lla'l, BKJIIO'lall 060JIO'lKH C O'lepTaHHeM. no CYll\ecTBY, MeTO,ll

lIBJIlIeTClI aAanTaUHeH BapHaUHOHHoro MeTO,lla ,lIJIll yCTaHOBJIeHHlI pa3HOCTHbfX onepaTopOB . .!l:alOTclI

pe3YJIbTaTbl H3 ,LIBYX npHMepHblX 3a,LIalJ H HJIJIIOCTpHpyeTclI 34>4>eKTHBHOCTb MeTO,LIa. HecMoTpll Ha TO, 'ITO

MeTO,LI HMeeT llIHPOKYIO npHMeHHMOCTb, 3Ta pa60Ta OrpaHH'IaeTCll TOJIbKO TeMaTHKoH, KacalOli.\eltclI

JIHHeltHblx, ynpymx, CTaTH'lecKHX ,lIe4>opMaUHH TOHKHX 060JIO'leK.


